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1
SYSTEM AND METHOD OF USING
DYNAMIC VARIANCE NETWORKS

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 illustrates a system for obtaining information about
at least one document, according to one embodiment.

FIGS. 2-4 illustrate a method for locating at least one target
in at least one document utilizing dynamic variance networks
(DVNSs), according to one embodiment.

FIGS. 3-15 illustrate examples of locating at least one
target in at least one document utilizing DVNs, according to
several embodiments.

FIGS. 16-18 illustrate a Method for locating at least one
target in at least one document utilizing dynamic sensory
maps (DVNs), according to one embodiment.

FIG. 19 illustrates an example of locating at least one target
in at least one document utilizing DVNs, according to one
embodiment.

FIG. 20 illustrates a method for obtaining information
about at least one document, according to one embodiment.

DETAILED DESCRIPTION OF EMBODIMENTS
OF THE INVENTION

FIG. 1 illustrates a system for obtaining information about
at least one document, according to one embodiment. In one
embodiment, the system 100 can comprise at least one com-
munication network 101 that connects hardware and software
elements. In some embodiments, the hardware can execute
the software.

The hardware can comprise at least one communications/
output unit 105, at least one display unit 110, at least one
centralized processing unit (CPU) 115, at least one hard disk
unit 120, at least one memory unit 125, and at least one input
unit 130. The communications/output unit 105 can send
results of extraction processing to, for example, a screen,
printer, disk, computer and/or application. The display unit
110 can display information. The CPU 115 can interpret and
execute instructions from the hardware and/or software com-
ponents. The hard disk unit 120 can receive information (e.g.,
documents, data) from CPU 115, memory unit 125, and/or
input 130. The memory unit 125 can store information. The
input unit 130 can receive information (e.g., a document
image or other data) for processing from, for example, a
screen, scanner, disk, computer, application, keyboard,
mouse, or other human or non-human input device, or any
combination thereof.

The software can comprise one or more databases 145, at
least one localization module 150, at least one image process-
ing module 155, at least one OCR module 160, at least one
document input module 165, at least one document conver-
sion module 170, at least one text processing statistical analy-
sis module 175, at least one document/output post processing
module 180, and at least one systems administration module
185. The database 145 can store information. The image
processing module 155 can include software which can pro-
cess images. The OCR module 160 can include software
which can generate a textual representation of the image
scanned in by the input unit 130 (e.g., scanner). It should be
noted that multiple OCR modules 160 can be utilized, in one
embodiment. The document input module 165 can include
software which can work with preprocessed documents (e.g.,
preprocessed in system 100 or elsewhere) to obtain informa-
tion (e.g., used for training). Document representation (e.g.,
images and/or OCR text) can be sent to the localization mod-
ule 150. The document conversion module 170 can include
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software which can transform a document from one form to
another (e.g., from Word to PDF). A text processing statistical
analysis module 175 can include software which can provide
statistical analysis of the generated text to pre-process the
textual information. For example, information such as the
frequency of words, etc. can be provided. A document/output
post processing module 180 can include software which can
prepare a result document in a particular form (e.g., a format
requested by a user). It can also send result information to an
external or internal application for additional formatting and
processing. The system administration module 185 can
include software which allows an administrator to manage the
software and hardware. In one embodiment, individual mod-
ules can be implemented as software modules that can be
connected (viatheir specific interface) and their output can be
routed to modules desired for further processing. All
described modules can run on one or many CPUs, virtual
machines; mainframes, or shells 4 within the described infor-
mation processing infrastructure, such as CPU 115. Database
145 can be stored on hard disk drive unit 120.

The localization module 150 can utilize at least one docu-
ment classifier, at least one dynamic variance network
(DVN), at least one dynamic sensory map (DSM), or at least
one fuzzy format engine, or any combination thereof. A docu-
ment classifier can be used to classify a document using, for
example, a class identifier (e.g., invoice, remittance state-
ment, bill of lading, letter, e-mail; or by sender; vendor, or
receiver identification). The document classifier can help nar-
row down the documents that need to be reviewed or to be
taken into account for creating the learn sets. The document
classifier can also help identify which scoring applications
(e.g., DVNs, DSMs, and/or fuzzy format engines) should be
used when reviewing new documents. For example, if the
document classifier identifies a new document as an invoice
from company ABC, this information can be used to pull
information learned by the DVN, DSM, and fuzzy format
engine from other invoices from company ABC. This learned
information can then be applied to the new document in an
efficient manner, as the learned information may be much
more relevant than, for example, information learned from
invoices from company BCD. The document classifier is
described in more detail with respect to FIG. 20.

As mentioned above, the localization module 150 can
include numerous scoring applications, such as, but not lim-
ited to, DVNs, DSMs, or fuzzy format engines, or any com-
bination thereof. DVNs can be used for determining possible
target values by using references on a document or piece of a
document to determine possible locations for any targets. A
score can be given for each possible target value identified by
the DVN. DVNS are discussed further below with respect to
FIGS. 2-15 and 20. DSMs can also be used to determine
possible target values based on different known locations for
the target. A score can be given for each possible target value
identified by the DSM. DSMs are discussed further below
with respect to FIGS. 16-20. In addition, fuzzy format
engines can be utilized to identify possible target values by
using a fuzzy list of formats for any targets. As with DVNs
and DSMs, fuzzy format engines can give a score for any
possible target values. Fuzzy format engines are discussed in
more detail below with respect to FIG. 20.

Information generated by the localization module 150 can
be sent to the databases(s) 145 or to external inputs (e.g., input
unit 130, communication network 101, hard disk unit 120,
and administration module 185). The output or part of the
output of the localization module 150 can be stored, presented
or used as input parameters in various components (e.g.,
communications/output unit 105, display unit 110, hard disk
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unit 120, memory unit 125, communication network 101,
conversion module 170, database(s) 145, OCR module 160,
statistical analysis module 175) either using or not using the
post-processing module 180. Such a feedback system can
allow for iterative refinement.

Document Classifier

As indicated above, the document classifier can be used to
classify a document using, for example, a class identifier
(e.g., invoice, remittance statement, bill of lading, letter,
e-mail; or by sender, vendor, or receiver identification). The
document classifier can operate based on text in a document.
The document classifier can also be based on positional infor-
mation about text in a document. Details relating to how a
document classifier can classify a document using any com-
bination of textual and/or positional information about text
from the document is explained in more detail in the follow-
ing patent application/patents, which are herein incorporated
by reference: US2009/0216693, U.S. Pat. Nos. 6,976,207,
and 7,509,578 (all entitled “Classification Method and Appa-
ratus”).

Once the text information and text positional information is
obtained for at least one training document, this information
can be used to return an appropriate class identifier for a new
document. (It should also be noted that a human or other
application can provide this information.) For example, if
invoices issued by company ABC are to be reviewed, certain
text (e.g., “ABC”) or text positional information (e.g., where
“ABC” was found to be located on training documents using,
for example, DVNs or DSMs) found on the training set of
documents can be searched on new documents to help deter-
mine if the new document is an invoice issued by company
ABC. Documents identified as invoices issued by company
ABC can be reviewed with company ABC-specific DVNs,
DSMs and/or fuzzy searching machines.

It should be noted that the document classification search
can be performed in a fuzzy manner. For example, punctua-
tion or separation characters, as well as leading or lagging
alphabetical characters and leading or lagging zeroes can be
ignored. Thus, for example, “123-45, “1/2345”, “0012345”,
“INR1234/5” can be found if a fuzzy search is done for the
string “12345”. Those of ordinary skill in the art will see that
many types of known fuzzy searching applications can be
used to perform the document classification search. Other
examples of fuzzy representations and their respective clas-
sification are described in further detail in the following
patent application/patents, which are herein incorporated by
reference: US 2009/0193022, U.S. Pat. Nos. 6,983,345, and
7,433,997 (all entitled “Associative Memory”).

As explained above, the document classifier can help nar-
row down the documents that need to be reviewed. The docu-
ment classifier can also help identify which scoring applica-
tions (e.g., DVNs, DSMs, and/or fuzzy format engines)
should be used when reviewing new documents. This learned
information from the DVNs, DSMs, and/or fuzzy format
engines can then be applied to the new document in an effi-
cient manner, as the learned information may be much more
relevant than, for example, information learned from invoices
from company BCD.

FIG. 20 illustrates an example use of document classifiers
with scoring applications. (It should be noted that document
classifiers do not need to be used to narrow down the docu-
ments. It should also be noted that many other scoring appli-
cations can be utilized. Furthermore, it should be noted that
other applications can be used to determine information about
targets.) Referring to FIG. 20, in 2005, a document classifier
is utilized to choose the most relevant scoring information.
For example, if the document classifier identifies a new docu-
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ment as an invoice from company ABC, this information can
be used to pull information learned by the DVN, DSM, and
fuzzy format engine from other invoices from company ABC.
In 2010; the relevant DVN, DSM and fuzzy format informa-
tion (e.g., related to invoices issued by company ABC) can be
applied to the classified document to obtain any possible
target values along with a score for each. In 2015, validation
rules can be used to narrow down the set of possible target
values. For example, only possible target values for targets
NET, VAT and TOTAL that satisfy the formula NET+
VAT=TOTAL can be returned as filtered possible target val-
ues. Other example validation rule could include: that the date
ofa document has to be later than Jan. 1, 2005; or that an order
number needs to be within a certain range. In 2020, the
filtered possible target values are compared to each other, and
the filtered possible target value with the highest score can be
used as the target value. Note that in other embodiments, all
filtered possible target values, or even all unfiltered possible
target values could be shown to a person or fed to another
application.

Dynamic Variance Networks (DVNs)

FIG. 2 illustrates a method 200 for locating at least one
target in at least one document utilizing DVNs, according to
one embodiment. In 205, one or more documents (or pieces of
documents) can be used for training. In 210, at least one DVN
can be created from information compiled from the training
set of documents. The DVN can be a set of “keyword” refer-
ences (e.g., any textual/digit/character block, such as a word,
number, alpha-numeric sequence, token, logo, text fragment,
blank space etc.) and reference vectors for this set of refer-
ences. Each reference vector can connect a reference to a
target. In 215, the DVN can be applied on untrained docu-
ments to localize at least one target on the untrained docu-
ments. The localization can determine where on the untrained
documents the position of the target is expected to be. This
can help obtain or confirm information about the target (e.g.,
such as the target value Jan. 10, 2009 for the target “invoice
date”). For example, if the target is a document field, such as
a date, the value present at the target can be extracted. Ifthere
is no reference at the given target position, it can be indicated
that the target is not present on the document. Example targets
can include, but are not limited to: check boxes, signature
fields, stamps, address blocks, fields (e.g. total amount for
invoices, weight of package on delivery notes, credit card
number on receipts), manual or automatically edited entries
on maps, image related content in text/image mixed docu-
ments, page numbers, etc.

It should be noted that the above method 200 can provide
increased redundancy and accuracy. Because every reference
is a potential basis for target localization, there can be hun-
dreds of reference anchors per page for each target. Thus,
even for torn pages, where all classical keywords are missing,
a target localization can be found.

In addition, it should be noted that a reference with a typo
or misrecognized by an OCR engine at a particular position
can automatically be used as an anchor based on where the
reference is found. Thus, in some embodiments, there is no
need to specify traditional keywords or apply any limitation
to anchor references. In this way, strict and/or fuzzy matching
can be utilized to match any similar reference to at least one
reference in a new document.

Furthermore, the following characteristics of the reference
can be taken into account when matching: font; font size;
style; or any combination thereof. Additionally, the reference
can be: merged with at least one other reference; and/or split
into at least two references.
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FIG. 3 illustrates details of the method 210 for creating the
DVN from the training set, according to one embodiment. In
305, a set of “keyword” references can be created from at least
one reference found on at least one document used for train-
ing. In 310, at least one reference vector can be created for
each reference.

FIG. 5 illustrates a view of a document, where gray areas
510 denote different references that could be used as the set of
“keyword” references. The reference vectors 515 are lines
from each reference to a particular target 505. Different colors
of'gray can indicate different content. For example, the darker
gray could represent content that is word content. As another
example, the lighter gray could represent content that is a
number or a combination of numbers and letters. Additional
examples of content include, but are not limited to: number
and punctuation strings, OCR-mis-recognized characters
(e.g., “/(1*7%38[ 14$2§” for part of a stamp on an image),
words in different languages, words found in dictionaries,
words not found in dictionaries, different font types, different
font sizes, different font properties, etc.

In 315, variance filtering can be performed by selecting
similar reference vectors. The variance filtering can compare
the references and the reference vectors for all documents in
the learn set, compare the type of references, and keep similar
reference vectors. Similar reference vectors can be similar in
terms of position, content similar, and/or type similar for the
reference. A reference can be positionally similar when the
reference is usually found in one or more particular places on
a page. Content similarity relates to references having the
same type of content (e.g., when the references are all the
same word or similar words). Type similarity relates to the
reference usually being a particular type (e.g., a numerical
value, a word, a keyword, a font type, etc.). Similarity types
can be tied to other similarity types (e.g., when the references
are all content similar, the same word or similar words, but
only when the references are type similar as well (e.g., all of
the type “date™)).

It should be noted that the reference consistency tests can
be fuzzy. An example of fuzzy testing with a positionally
similar reference is when everything within a defined x and y
coordinate space is utilized, and the space parameters are able
to be adjusted. An example of content consistency is deter-
mined by comparing words. Thus, “Swine-Flu”, “swineflu”,
“Schweinegrippe” and “HIN1” can be assumed to be identi-
cal for a special kind of fuzzy comparison. “Invoice Number”,
“Inv0!ce No.” and “invoiceNr” can be assumed to be identical
for another kind of fuzzy comparison. An example of type
similar fuzzy testing is when more than one type can be used
(e.g., both “number” type and “number/letter” type for a
date).

In 320, the similar reference filters are used to create the
DVN. For example, FIG. 6 illustrates the DVNs (i.e., refer-
ence vectors for the “keyword” references) for six documents.
The six documents illustrate the variability in terms of refer-
ences and positions across different documents and its effect
on the reference vectors.

FIG. 7 illustrates the variance filtering 315 (e.g., overlay-
ing) of all six documents from FIG. 6. 705 illustrates the
reference vectors in FIG. 6 on one stack. The variability and
consistency of the reference vectors is indicated with the
darkness of the lines. The darker the line on FIG. 7, the more
often the reference vector was found when overlaying the
documents. 710 illustrates the effect of a consistency filter on
the reference vectors. The minimal amount of consistency
across the reference vectors and the documents can be con-
figurable and can have a value between 1 (meaning every
reference vector is kept) and N (the number of documents in
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the current set, meaning only the reference vectors present on
all documents are considered useful). For example, if the
selected value for the consistency is 5, and the number of
documents is 7, the similar vector for one specific word at a
specific position must be found on 5 out of 7 documents to
keep this reference vector.

It should be noted that the content, position and type of
reference can be used to filter reference vectors and construct
the DVN, especially when only totally similar reference vec-
tors are used. FIG. 9 illustrates an example result when only
fully similar (e.g., the reference vectors are similar (e.g.,
lining up) or similar in a fuzzy manner (e.g., almost lining up,
“almost” being a preset variance) in all documents in the learn
set) reference vectors are kept. References 905 have maxi-
mum stability (e.g., content, position and type similar), and,
in one embodiment, could be represented in a first color.
References 910 are only stable with respect to position and
type, and, in one embodiment, can be shown in a second color.
References stable in neither position, content or type are not
shown in FIG. 9.

Note that the image of a reference can be blurry in some
situations because identical content with small positional
changes can render the words readable but blurry. When the
content is not the same (e.g., numbers for the invoice date,
invoice number, order date and order number), the content
may be unreadable in the overlay. As shown in FIG. 8, 810
illustrates the variability of the content and its impact on the
variability filtering (e.g. when each document in the learn set
is overlaid on one another), according to one embodiment. In
815, enlarged versions of words having low content variance
are shown. In 820, enlarged versions of words having high
content variance are shown. In one embodiment, content with
no or low variance can be considered as more valuable infor-
mation for building the dynamic variance network, due to
content stability. More variable content (e.g., date), can be
referred to as unstable reference points and can be considered
less important.

FIG. 4 illustrates details of applying the DVN for target
localization on untrained documents 215, according to one
embodiment. In 405, all references on the document to be
processed are compared with a DVN “keyword” reference list
to determine which references are most relevant. The DVN
“keyword” list is a list of references consistently found by the
training. In one embodiment, only references found in all the
documents used for training are used on the DVN “keyword”
reference list. In other embodiment, references found in most
of'the documents used for training can be used.

For example, using the example of 710, 805 and 810 of
FIGS. 7 and 8, the similar references from the training could
include the following word-type references (designated by a
dark gray): “Invoice N”, “Invoice Date”, “Order No.”, “Order
Date”, “Description”, and “Amount”. Variants of these refer-
ences (e.g., Order Number instead of Order No.) can also be
used. The similar references from the training could also
include number or number/letter character strings (desig-
nated by a light gray) of the form: XX/XX/XX (for Date),
XXXXXXXXXX (for Invoice No.), XXXXXX (for Order
No.), and XX/XX (for Order Date).

In 410, all of the reference vectors that relate to the “key-
word” references can be used to point towards the target. In
415, the integrating of the pointer information from all of the
reference vectors and the reference keywords can then used to
localize (determine) the target.

For example, in FIG. 10, in 1005, all the references for a
document are shown. In 1010, the references after the posi-
tional consistency filter is applied are shown. In 1015, the
reference vector information from these references from vari-
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ous documents are applied and compared. In 1020, the similar
reference vectors are used to determine the locality of the
target.

Once possible positions for the locality of any targets are
found using the DV Ns, possible values for the targets can be
found (e.g., Jan. 10, 2009 as the value for the target “invoice
date”). Each possible value for the target can be given a score.
The score can be determined by the ratio of the reference
vectors hitting the target against the reference vectors not
pointing to the target. Additionally, the fuzzy edit distance
between the learned reference(s) (e.g., text) and the
reference(s) used for localization can be integrated as a
weight. For example, if all possible reference words on a
document could be found exactly at the same relative position
from the target as the ones stored in the learn set, the highest
score can be returned. Additional references not contained in
the learn set, or references with no vectors pointing towards
the respective target can reduce the score.

It should be noted that DVNs can be used for many addi-
tional tasks, including, but not limited to: the addition of
reference vectors, reference correction, document classifica-
tion, page separation, recognition of document modification,
document summarization, or document compression, or any
combination thereof. These tasks are explained in more detail
below.

Addition and/or removal of Reference Vectors. DVNs can
be dynamically adapted after target localization. When at
least one reference vector is learned and used to localize a
target, all other possible reference vectors can be created and
dynamically added to the DVN learned in 210 of FIG. 2.
Furthermore, outdated (e.g., reference vectors not used for a
long time, or filtered) can be removed. This can allow con-
tinuous updating of the reference vectors from all processed
documents. Such a continuous updating procedure can
update and change the DVN during document processing.

Reference Correction. Reference vectors can be used for
reference correction. An example is illustrated in FIG. 11. At
1105, one learn document containing one target 1107 and
three anchor references (991826, “18%!”, “example”) is
shown. The respective reference vectors 1115 from the refer-
ences to the target are also shown. After learning, the set of
reference vectors 1115 is matched on a different document
1130. On this document 1130, the reference “example” is
corrupted and spelled “Example”. However, due to its loca-
tion, “Example” can be matched to “example” and be
replaced in 1140. This ability can help result in reference
correction on processed documents.

Another example of reference vectors being used for ref-
erence correction is when the reference vectors are used to
locate a target of, for example, a specific type. Additional
information present can then be used to correct a potentially
corrupted target. For example, if the reference vectors point
towards the reference “29 Sep. 10097, and this reference is
known to be a date field target from a currently retrieved
document, then a correction of that target to “29 Sep. 2009” is
possible. To do this correction, the high similarity between
“September” and “September” is used in a fuzzy content
comparison and additional information about the entry being
a date can be used to correct the year to a (configurable) time
period that seems to be valid. It should also be noted that, if a
date field target is clearly located, then the reference vectors
can be followed back to the potential anchor references. It for
example, the position & information for such an anchor ref-
erence perfectly fits, then the actual reference present there,
but not fitting to the anchor reference present in the learned
DVN could be replaced by the one from the learned DVN. For
example, if the invoice number field target was located, the
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surrounding classical keyword which is corrupted and shows
“Inv0!ce Number” could be replaced by the one stored for this
position from the learned DVN. Thus, after that correction,
“Invoice Number™, could be read at that position.

Document Classification. As explained earlier with respect
to FIG. 1, the learned DVN can also be used for document
classification, as shown in FIG. 12. Two documents (12054
and 12055), with references anchored on the targets of the
documents (1210a and 121054) are shown. The reference vec-
tors for document 1205a point to anchor reference words. For
document 12055, some of the reference vectors point to
anchor reference whitespace. The quality of fit of the learned
DVN can be measured and serve as an indicator as to whether
the present document is from the same “category” or “class”
as the one where the learned DVN was trained. In a many
class scenario for such an application, for all collected DVNSs,
the overlap of the reference vectors on one target area can be
measured. A high overlap of many reference vectors indicates
that the anchor words may be in a similar relative position to
one or many targets. This high overlap information can be
used as information to determine from which class or set of
documents the DVN was created.

Page Separation. Positional information regarding anchor
references can also be used for page separation. In a stack of
different documents (e.g., single documents, multi-page
documents), the changes in the DVNs positional information
(also referred to as “quality of fit” can provide information
about the starting page of a new document. This method can
be used to, for example, repackage piles of documents into
single documents.

Recognition of Document Modification. DVNs can also be
used in a reverse manner (e.g., after having located a target,
looking up how well the anchor words on the present docu-
ment fit to the learned anchor words of the DVN), to recog-
nize a document modification. For example, in FIG. 13, one
document (1300a) is learned (e.g., the DVN is created for at
least one target) and then this DVN is matched later onto the
potentially edited document (13005) to detect modifications.
There are three basic types of modification: 1) a reference
vector points to a reference that has same position, but
changed content (1310); 2) the reference vector points to
whitespace (1320), indicating that the reference there may
have been deleted or moved; and 3) there are references with
no reference vectors (e.g., these may be added words 1230).
Such modifications can include, but are not limited to: an
exchange of words, a rephrasing of words, a removal of
document parts, changes in document layout, font size or font
style. Additionally, the comparison of several DVNs for dif-
ferent targets on one document can allow for precise “finger-
printing”, essentially giving a robust and sensitive method to
detect any non-typical changes in the document. For example,
frequent changes in the revision number for contracts can be
ignored while changes in wording can be highlighted. The
option to return where and what was changed can be pro-
vided.

Document Summarization. DVNs can also be used to auto-
matically summarize document content. This process is illus-
trated in FIG. 14. In this example, two documents (1400a and
14005) are used as inputs, two DV Ns are created, and these
two DVNs are analyzed for their variability. The variance is
shown in 1420 as a slightly shifted (for visual aid) overlap of
the two DV Ns. Note the positional and possible content vari-
ability of the references. An example for content variability,
that also applies to this case is shown in FIG. 9, where 905
show stable content and 910 shows content with a certain
variance. Based on this information, two summaries can be
constructed: a stable summary (1430), which keeps only
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similar references, and a variable summary (1440), which
keeps changing references. The (low variance) stable refer-
ence vectors to any target on a document can represent the
“form” or “template” of the document. The (high variance)
variable reference vectors can indicate individual information
per document, and can thus be valuable for automatic sum-
marization.

Document Compression. DVNs can also be used for com-
pression of a document or set of documents. In FIG. 15,
document compression is illustrated for four different docu-
ments (1500a, 15005, 1500¢, 15004) and their respective
DVNs. In the uncompressed case (1501), all four documents
have to be stored. In the compressed case (1520), only the
stable DVN (shown in 1510) and the deviations from that
DVN (1505a, 15055, 1505¢, 15054, 1505¢), with the respec-
tive positions on the documents for each of the non-DVN
mapped words have to be stored. For example, 1505a could
be the string “Management-Approved” at document coordi-
nates +1902x+962 relative to the top left corner of the docu-
ment. Such variable information can be stored for 15055,
1505¢, 15054, and 1505e. This can be seen as the application
of'a delta compression algorithm on the basis of the DVN. In
this scenario, the DVNSs and the deviations from the DV N5 are
stored separately, thus the redundancy of the DVNs reduce
the amount of data to be stored over many documents. More-
over, all aforementioned DVN applications can be used on
compressed documents as well, without the need to unpack
them.

Dynamic Sensory Maps (DSMs)

FIG. 16 illustrates a method for locating at least one target
in at least one document utilizing DSMs, according to one
embodiment. In 1610, one or more documents (or pieces of
documents) can be used for training. In 1620, at least one
DSM can be created from information compiled from the
training. The DSM can be a set of possible locations for at
least one target. In 230, the DSM can be applied on untrained
documents to locate the target using the target possible loca-
tions.

FIG. 17 illustrates details related to creating the DSM in
1620, according to one embodiment. In 1710, the at least one
target is identified. In 1720, the probability for the most likely
position of the target is determined. If the target location is
from the first document in a set of training documents, such
target location can be used as the probable location of the
target. As further training documents are analyzed, the pos-
sible target locations can be increased to include other loca-
tions. The probability for each possible target location can
also be determined by counting the frequency of the target
being found at that location (e.g., 7 times in 10 documents).
The probability for each possible target location can thus be
increased or reduced (e.g., resembling un-learning or inclu-
sion of counter-examples) as additional documents are
reviewed.

FIG. 19 illustrates an example of creating the DSM. For
three different documents (1910a, 19105, 1910c¢) the location
of the targets (1940a, 19405, 1940c¢) is determined. Gray
boxes indicate other potential targets or references on the
documents. In 1950, the three documents (1910a, 19105,
1910¢) are overlaid in a manner such that the document
boundaries are aligned. The respective DSM is shown in
1970, where the different gray levels of 1980 can indicate
different possible locations for the targets. The DSM of 1970
also indicates two different axes (1985 and 1990), so that
possible locations of a target can be used on other documents
in a systematic manner (e.g., using its relative position on an
x and y axis). For example, for a “total amount” target on
invoices, it can be determined that the position along the 1985
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axis can more reliable than along the 1990 axis. This type of
information can be taken into account as a secondary criterion
for the sorting of the potential candidates for a target during
extraction.

FIG., 18 illustrates details related to applying the DSM in
1630, according to one embodiment. In 1810, the DSM is
overlaid onto the document where a target is to be localized.
In 1820, the possible position(s) of the target (along with the
probability for each possible position) is obtained from the
DSM. In 1830, these possible positions can be sorted so that
the position with the highest probability can be deemed to be
the position of the target. Once the position of the target is
determined, information about the target (e.g., an amount
listed in the “total amount™ field) can be found.

Fuzzy Format Engines

Fuzzy format engines can collect a list of fuzzy formats for
at least one target from training documents. During the
extraction phase, the fuzzy format engine can calculate a
score for the matching of the learned formats to the potential
target. For example, given the target value “102.65$” for an
amount type target, the fuzzy format engine could learn from
the training documents that, in the representation “ddd.ddR”,
d represents digit and R represents a currency signal. If the
fuzzy format engine then finds a string “876.27$”, then this
string can be determined to be a potential target value with a
very high score (e.g., 10). However, if the string “1872,12$”
is found, the score could be reduced by one for the additional
digit, and reduced by another one for the comma instead of the
period, for a score of 8. As another example, a fuzzy format
engine could learn that “INVNR-10234” could be repre-
sented as “CCCC-ddddd”, where C represents capital char-
acters and d represents digits. Those of ordinary skill will see
that many type of fuzzy format engines can be used, and there
can also be many types of scoring utilized. Examples of other
possible scoring systems are, for example: the different han-
dling of missing or additional characters and digits (e.g.,
having a 0.125 score penalty per missing or additional char-
acter vs. a 0.25 penalty for a missing or additional digit);
character string similarity measures that can be obtained as
described in the following patent application/patents, which
are herein incorporated by reference: US 2009/0193022, U.S.
Pat. Nos. 6,983,345, and 7,433,997 (all entitled “Associative
Memory™).

While various embodiments of the present invention have
been described above, it should be understood that they have
been presented by way of example, and not limitation. It will
be apparent to persons skilled in the relevant art(s) that vari-
ous changes in form and detail can be made therein without
departing from the spirit and scope of the present invention.
Thus, the present invention should not be limited by any ofthe
above-described exemplary embodiments.

In addition, it should be understood that the figures
described above, which highlight the functionality and
advantages of the present invention, are presented for
example purposes only. The architecture of the present inven-
tion is sufficiently flexible and configurable, such that it may
be utilized in ways other than that shown in the figures.

Further, the purpose of the Abstract of the Disclosure is to
enable the U.S. Patent and Trademark Office and the public
generally, and especially the scientists, engineers and practi-
tioners in the art who are not familiar with patent or legal
terms or phraseology, to determine quickly from a cursory
inspection the nature and essence of the technical disclosure
of the application. The Abstract of the Disclosure is not
intended to be limiting as to the scope of the present invention
in any way.
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Finally, it is the applicant’s intent that only claims that
include the express language “means for” or “step for” be
interpreted under 35 U.S.C. 112, paragraph 6. Claims that do
not expressly include the phrase “means for” or “step for” are
not to be interpreted under 35 U.S.C. 112, paragraph 6.

The invention claimed is:
1. A method for determining at least one location of at least
one target in at least one document, comprising:
creating, utilizing at least one localization module and at
least one processor, information compiled from at least
one training document, the information comprising at
least one reference and at least one reference vector
tying each reference to the at least one target, wherein
the creating further comprises:
finding, utilizing the at least one localization module, the
at least one reference;
creating, utilizing the at least one localization module,
the at least one reference vector for each reference;
performing variance filtering, utilizing the at least one
localization module, on the at least one reference and
the at least one reference vector from each document
to obtain any similar references and any similar ref-
erence vectors from all documents; and
using any similar references and any similar reference
vectors, utilizing the at least one localization module,
to create at least one dynamic variance network
(DVN), the at least one DVN comprising at least one
reference and at least one reference vector tying each
reference to the at least one target;
comparing, utilizing the at least one localization module,
the at least one reference to at least one new reference in
at least one new document to determine if there are any
similar references that are the at least one target, wherein
similar references are: position similar, or type similar,
or both; and wherein when the at least one new reference
comprises at least one typo, at least one optical character
recognition (OCR) mistake, or both, the at least one new
reference is still determined to be the at least one target
because of the at least one new reference’s location; and
applying the information, utilizing the at least one local-
ization module, on at least one new document to deter-
mine at least one location of the at least one target on the
at least one new document, wherein the applying further
comprises:
comparing, utilizing the at least one localization mod-
ule, any similar references to the at least one new
reference on at least one new document to determine
if there are any matching references; and
using, utilizing the at least one localization module, any
similar reference vectors corresponding to any match-
ing references to determine the at least one target on
the at least one new document.
2. The method of claim 1, wherein the at least one reference
and/or the at least one new reference comprises:
at least one character string,
at least one word;
at least one number;
at least one alpha-numeric representation;
at least one token;
at least one blank space;
at least one logo; or
at least one text fragment; or
any combination thereof.
3. The method of claim 1, wherein the at least one location
of the at least one target is used to obtain information, or
confirm information, or both, about the at least one target.

10

15

20

25

30

35

45

55

60

65

12

4. The method of claim 1, wherein similar reference vec-
tors are also content similar.

5. The method of claim 1, wherein similarity across refer-
ences and reference vectors is configurable.

6. The method of claim 5, wherein characteristics of the at
least one reference are taken into account, the characteristics
comprising: font; font size; or style; or any combination
thereof.

7. The method of claim 1, wherein strict matching, or fuzzy
matching, or both are utilized to match any similar references
to the at least one new reference in the at least one new
document.

8. The method of claim 1, wherein the at least one reference
and/or the at least one new reference is: merged with at least
one other reference; or split into at least two references; or
both.

9. The method of Claim 1, wherein the at least one DVN is
dynamically adapted during document processing.

10. The method of Claim 1, wherein the at least one DVN
is used for:

reference correction;

document classification;

page separation;

recognition of document modification;

document summarization; or

document compression;

or any combination thereof.

11. The method of claim 1, wherein when the at least one
new reference comprises an alternate spelling, the at least one
new reference is still used as a reference because of the at least
one new reference’s location.

12. A system for determining at least one location of at least
one target in at least one document, comprising:

at least one processor, wherein the at least one processor is

configured for:
creating, utilizing at least one localization module in
communication with the at least one processor, infor-
mation compiled from at least one training document,
the information comprising at least one reference and
at least one reference vector tying each reference to
the at least one target, wherein the creating further
comprises:
finding, utilizing the at least one localization module,
the at least one reference;
creating, utilizing the at least one localization module,
the at least one reference vector for each reference;
performing variance filtering, utilizing the at least one
localization module, on the at least one reference
and the at least one reference vector from each
document to obtain any similar references and any
similar reference vectors from all documents; and
using any similar references and any similar reference
vectors, utilizing the at least one localization mod-
ule, to create atleast one dynamic variance network
(DVN), the at least one DVN comprising at least
one reference and at least one reference vector
tying each reference to the at least one target;
comparing, utilizing the at least one localization mod-
ule, the at least one reference to at least one new
reference in at least one new document to determine if
there are any similar references that are possibly the at
least one target, wherein similar references are: posi-
tion similar, or type similar, or both; and wherein
when the at least one new reference comprises at least
one typo, at least one OCR mistake, or any combina-
tion thereof, the at least one new reference is deter-
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mined to be the at least one target because of the at 16. The system of claim 12, wherein similarity across
least one new reference’s location; and references and reference vectors is configurable.
applying the information, utilizing the at least one local- 17. The system of claim 16, wherein characteristics of the

ization module, on at least one new document to deter- at least one reference are taken into account, the characteris-

mine at least one location of the at lea§t one target. O 5 tics comprising: font; font size; or style; or any combination
the at least one new document, wherein the applying thereof.

further comprises:

comparing, utilizing the at least one localization mod-
ule, any similar references to the at least one new
reference on at least one new document to deter- 10
mine if there are any matching references; and

using, utilizing the at least one localization module,
any similar reference vectors corresponding to any
matching references to determine the at least one
target on the at least one new document. 15

13. The system of claim 12, wherein the at least one refer-
ence and/or the at least one new reference comprises:

at least one character string,

at least one word;

at least one number; 20

at least one alpha-numeric representation;

at least one token;

at least one blank space;

at least one logo; or

at least one text fragment; or 25

any combination thereof.

14. The system of claim 12, wherein the at least one loca-
tion of the at least one target is used to obtain information, or
confirm information, or both, about the target.

15. The system of claim 12, wherein similar reference
vectors are also content similar. ¥k k% %

18. The system of claim 12, wherein strict matching, or
fuzzy matching, or both, are utilized to match any similar
references to the at least one new reference in the at least one
new document.

19. The system of claim 12, wherein the at least one refer-
ence and/or the at least one new reference is: merged with at
least one other reference; or split into at least two references;
or both.

20. The system of claim 12, wherein the at least one DVN
is dynamically adapted during document processing.

21. The system of claim 12, wherein the at least one DVN
is used for:

reference correction;

document classification;

page separation;

recognition of document modification;

document summarization; or

document compression;

or any combination thereof.

22. The system of claim 12, wherein when the at least one
new reference comprises an alternate spelling, the at least one
new reference is still used as a reference because of the at least
one new reference’s location.



